
S.Overview.detailed.VG.fm;    November 4, 1997
Br
D

llel Storage

v)
 Crowley

 Group

 Group

tory

1  Energy Research Division,
M F00098 with the University
o

                                                                                                                                                       1 DPS
ian L. Tierney
ata Intensive Distributed Computing Research Group

An Overview of The Distributed Para
System (DPSS)1

Brian L. Tierney (bltierney@lbl.go
 Jason Lee, Gary Hoo, Guojun Jin, Brian

Data Intensive Distributed Computing

Bill Johnston, Mary Thompson
Imaging and Distributed Collaboration

(http://www-itg.lbl.gov)
Lawrence Berkeley National Labora

Berkeley, CA 94720

. This work is jointly supported by DARPA - ITO, and by the U. S. Dept. of Energy,
athematical, Information, and Computational Sciences office, under contract DE-AC03-76S
f California.



S.Overview.detailed.VG.fm;    November 4, 1997
Br
D

♦
 of Mbits/sec)
ts. Having a large,

♦
SS)

♦

                                                                                                                                                       2 DPS
ian L. Tierney
ata Intensive Distributed Computing Research Group

Overview
The Problem:
Some applications require high-speed (100’s
access to very large (100’s of GBytes) data se
local RAID array is often not feasible.

The Solution:
The Distributed-Parallel Storage System (DP

Sample Applications:
- Terrain Visualization
- Medical Imaging
- HENP data analysis
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Outline

Introduction

History: The Magic Gigabit Network Testbed a

DPSS Architecture and Implementation

DPSS hardware issues

DPSS Clients
• HENP
• Medical Images

Performance Analysis and Monitoring: NetLog

Current and Future Work

• Agents / Brokers
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The Distributed-Parallel Storage Sys

oal:
To handle massive volumes of data at high da
the use of technology that provides complete lo
transparency

PSS Architecture:
The DPSS is a dynamically configurable colle
distributed disk servers which operate in paral
high-speed, random access to very large data
The DPSS can provide data streams fast eno
various multi-user, “real-time”, virtual reality-lik
in an Internet / ATM environment
At the application level, the DPSS is a persiste
named objects, at the storage level it is a logic
The DPSS is NOT a reliable tertiary storage s
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DPSS is being developed as part of the DARP
MAGIC Gigabit Network Testbed (see: http://w

The prototype high-speed application for the D
TerraVision, developed at SRI

TerraVision uses tile images and digital elevat
produce a 3D visualization of landscape.

Several aspects of the DPSS design were to s
TerraVision

DARPA’s primary interest in the DPSS and Ter
stress test new ATM OC-3 (and now OC-12) W
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Landscape (large image)
represented by image tiles kept

in the DPSS

TerraV
predic

b

TerraVision and the DPSS Cooperate to Visualize

TerraVision produces a
realistic visualization of the
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TerraVision image tiles are distributed across 
the MAGIC network at the following sites:

- EROS Data Center, Sioux Falls, SD;
- Sprint, Kansas City, MO;
- University of Kansas, Lawrence, KS;
- SRI, Menlo Park, CA;
- LBNL, Berkeley, CA
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 DPSS Characteristics
• composed of “off-the-shelf” commodity hardw

components
• Ported to Solaris, IRIX, DEC Unix, Linux, Fre

X86
• supports both reading and writing
• random block server, with very large logical a

space
• highly distributed, a high degree of parallelis

and highly pipelined
• implementation has zero memory copies of d

all user level code
• uses TCP and UDP Transport
• highly instrumented
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Architecture for Distributed-Parallel Storage System

ATM
network
interface

DPSS disk server

ATM

workstation

data blocks

ATM switch

physical block requests

A
ne
inte

- logical name
translation

- block-level
access control

DPSS disk server
workstation

data blocks

DPSS d
work

data 

data fragment
streams

logical block
requests
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logical to
physical
mapping

(DPSS master)

dis

dis

dis
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requests

data

Distributed-Parallel Storage System Model (R
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DPSS model for high-speed writing
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PSS Characteristics cont.

• implementation based on POSIX threads to 
completely asynchronous I/O

- Every resource (disk, network interface) o
and client libraries has its own thread of c

• Client library provide various application acc
-  e.g: (x,y,res,band); (x,y,z,t); frame; offset

• Data Replication for reliability and performan
managed)

• three major software components: storage a
security, agent-based management

• Data block request semantics to support app
prediction (prioritized request lists)

• strong, public-key cryptography based, secu
part of the design
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PSS Characteristics cont.
• new data request cancels currently unsatisfie

read and network write queues, but not mem
• writing mechanism provides complete freedo

-  a high degree of disk-level parallelism pro
significant fraction of optimal layout latenc

• client does not have to wait for the entire file t
from tertiary storage to the DPSS before it ca
the blocks. It can start to access blocks as so
the DPSS.

he DPSS is NOT a reliable tertiary storage syst
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DPSS Architecture

Application
(client)

Application data structure
access methods

(data structure to logical
block-id mappings - e.g.:

♦ JPEG video

♦ multi-res image pyramids

♦ Unix r/w

♦ XDR

data
requests

Agent-based
management of dataset
metadata - locations,

state, etc.

ading illustrated)
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mem
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DPSS API
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returned data stream
(“third-party” transfers directly from
the storage servers to the application)

♦ block storage
♦ block-level access

control

Disk Servers

security context - 1
(system integrity &
physical resources)

security context - 2
(data use conditions)

Distributed-Parallel Storage System Architecture (data re

Agent-based
anagement

f redundant
Masters

Agent-based management of
storage server and network state

vis a vis applications

physical
block

requests logical block
requests

Data Set Manager

• user security context
establishment

• data set access control
• metadata

DPSS Master

Request Manager

• logical to physical name
translation

• cache management

Resource Manager
• allocate disk resources
• server/disk resource access

control
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ypical DPSS implementation
- 4 - 5 UNIX workstations (e.g. Sun Ultra I, 
- 4 - 6 fast-SCSI disks on multiple 2 - 3 SCS
- a high-speed network (e.g.: ATM or 100 M

• This configuration can deliver an aggregated
an application at about400 Mbits/s (50 MBy/
relatively low-cost, “off the shelf” component
the parallelism provided by approximately fiv
disks, ten SCSI host adaptors, and five netw
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uilding a “balanced” DPSS system

• Ideally, there should be enough disks to satu
bus, and enough SCSI buses to saturate the

Example 1:

• Network = Fast Ethernet = 85 Mb/s (10.6 MB
SCSI = 8.5 MB/s; disks = Seagate Hawk = 3

• need 3 disks per SCSI and 2 SCSI buses to 
ability to saturate the network

Example 2:

• Network = ATM OC3 = 110 Mb/s (13.8 MB/s
Wide-SCSI = 18 MB/s; disks = Seagate Barr

• need 4 disks per SCSI and 1 SCSI bus to sa
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Example 3:

• Network = ATM OC-12 = 400 Mb/s (50 MB/s
wide-SCSI = 35 MB/s; disks = Seagate Chee

• need 4 disks per SCSI and 2 SCSI buses to 
ability to saturate the network

Note: Can use more disks to increase capacit
decrease performance slightly due to overhea
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Memory Copy Speed
In the previous generation of UNIX workstatio
copy speed was the bottleneck

- TCP is never better than 50% of the mem
copy speed (i.e.: a TCP stream in a SS10
8 Mbytes/sec, or 64 Mbits/sec)

With the newest generation of hardware (i.e: S
this is no longer the case

- i.e.: a single TCP stream might now be as
sec, but we are only seeing 400 Mbits/sec,
is now the bottleneck (probably CPU)
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      System Type

un Ultra-II (300 MHz)

un E4000(8 proc: 170 MHz)

un Ultra 1-170

un SS1000(6 proc: 40 MHz)

un SS20 (2 proc: 60 MHz)

un SS10(2 proc: 40 Mhz)

entium 266

entium 133

BM E30 (powerPC)
(HPSS movers)

ec 2100(4 proc: 200 MHz)

ec 3000/600

P 9000 / 735

GI ONYX
(4 proc: 200MHz)

196

18 / 75

25 / 40

16 / 25

75 / 180

30

24

0 100 200 3

Copy Speed:  (MBytes / sec)

204/210

31

146

75
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 Linux vs. FreeBSD vs. Solaris x8
Performance
• Solaris X86 up to 50% slower than FreeBSD
• Linux threads thrash when heavily loaded
• poor Linux fast ethernet performance

Reliability
• user-level pthreads broken in FreeBSD
• NT crashes often

Portability:
• OpenNT package make porting to NT fairly ea

handle pthreads

ut all are getting better...

inux seems to be the best at the moment.
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Building a low cost Terabyte Sy
Costs:
• can now get 23 GB disks for $4500 each ($2
• Assume each system has 128 MB RAM and

adaptor; and 2 fast-wide SCSI adaptors
• Assume 6 disks per server, and 8 servers
• Total disk cost = 216K

generic Pentium system: $1300

Sun Ultra-I: $5800

Total cost:
• Pentium system: 8 servers = $10.5K + $216K
• Sun System: 8 servers = $46K + $216K = $2
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Sun-based system is only about 15% more th
based system

• added reliability and stability of Solaris proba
Sun system a better choice.

UT:
What if we assume Gigabit ethernet-based sy

• Might want to use 2 Ultra-II systems with 24 
instead?

Determining the optimal DPSS hardware confi
constantly moving target!



SS.Overview.detailed.VG.fm;    November 4, 1997
Br
D

♦

ystem - operates
ith data rates of
 phase (about 20

hives 10 GBytes/
                                                                                                                                                       23 DP
ian L. Tierney
ata Intensive Distributed Computing Research Group

Other DPSS Applications

 Medical Application: video angiography

• CRADA with Kaiser Hospital

• collects data from a remote medical imaging s
automatically 10 hours/day, 5-6 days/week w
about 30 Mbits/sec during the data collection
minutes/hour).

• automatically processes, catalogues, and arc
day
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Kaiser San Francisco Hospital
Cardiac Catheterization Lab

NTON

MAGIC

Kaiser
Oakland
Hospital
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A representation of the six sub-objects (about 0.75 GBy total) resulting from a sin
remote, on-line cardio-angiography system
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High Energy and Nuclear Physics Dist

ata source:
• The STAR detector at RHIC (Brookhaven Nat

detector puts out a steady state data stream
second. (1.7 TB / day)

Application Architecture and Implementation: 
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The DPSS is used as a large “window” into th
tertiary storage system

remote DPSS’s may or may not make sense, 
network speed and whether or not the data is 
once.

DPSS

HPSS
D

WAN

Analysis cluster
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HPSS

Distrib uted-Parallel Storage System servers

Data Plac
• generate 

strategy t
organize 

• manage t
implemen

data writer
• implements third-party

transfers to DPSS servers
• implements data placement

data transfer agent
• transfers data to

applications
• implements multi-level

block cache management MSS
memory

disk

network
interfaces

b
• imp
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100-10 Mb× 10-100 Mb
EtherNet switch
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b
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P
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I
HENP analysis-1 HENP analysis-2 HENP analysis-3

data access
(DBMS, e.g. Objectivity)

??data presentation

block-level transport

data access
(e.g. Malon object manager)

data access methods
(e.g. STAF)
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DPSS

Analysis Framework
 analysis algorithms

data structure / object access
methods

high-performance data access

Object M
• query interfac
• query resolut

summary dat
• tertiary storag

management

Data Mover

query

object “handle”

filter

query
refinement
by filtering
complete

data

DPSS based HENP data processing architect
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Sto

DPSS = high-speed, distributed
random access cache

detector

interface

20 MBy/s

20
MBy/s

2-10
MBy/s

2-10
MBy/s

0.1-2
MBy/s

(40 MBy/s)

analysis

interface

reconstruction

interface

reconstruction

interface

reconstruction

interface

analysis

interface

analysis

interface

STAR data flow characteristics and prototype data han
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Advantages of this architecture:

• first level processing can be done using reso
collaborators’ sites (this type of experiment t
several major institutions)

• large tertiary storage systems exhibit substan
scale, and so using a large tertiary storage s
supercomputer center, should result in more 
storage, better access (because of much larg
systems - e.g., lots of tape robots) and bette
management.

• provides an “impedance” matching function b
coarse-grained nature of parallel tape drives
grained access of hundreds of applications.
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Prototype Experiment:

• 1 STAF client: 22 MBytes/sec (176 Mbits/sec) for read
MBytes/sec (240 Mbits/sec) for writing data

• 20 STAF clients: 1 MByte / second per client: 20 MB/s
delivery

• This system is capable of moving approximately 2 Te
day!

ATM switch)
w

OC-3
(155 Mb/s)

OC-12
 (622 Mb/s)

DPSS server
(Sun Ultra I)

DPSS server
(Sun Ultra I)

DPSS server
(Sun Ultra I)
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Other Clients
EROS Data Center (USGS)

•  very large image viewer: provides the ability
and zoom over 1-2 GB images

Mbone session recorder/player

• will demo this at SC ‘97
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erformanceMonitoring Approach and
When building high-speed network-based dist
we often observe unexpectedly low network th
high latency - the reasons for which are usuall

The bottlenecks can (and have been) in any o

- the applications

- the operating systems

- the device drivers, the network adapters o
sending or receiving host (or both)

- the network switches and routers, and so 
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here arevirtually no behavioral aspects of widely distributed app
ken for granted - they are fundamentally different from LAN-ba
pplications.

• Techniques that work in the lab frequently do not work in a 
environment (even a testbed network)

o characterize the wide area environment we have developed a
etailed,end-to-end, top-to-bottom monitoring and analysis of ever
volved in distributed systems data interchange.

• Has proven invaluable for isolating and correcting performa
even for debugging distributed parallel code

• It is difficult to track down performance problems because o
interaction between the many distributed system component
in one place being most apparent somewhere else.
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Network performance tools such atttcp and net
somewhat useful, but don’t model real distribut
which are complex, bursty, and have more tha
in and/or out of a given host at one time.

To address this, we have developed theNetLogg
methodology and set of tools to aid in creating
a data block through a distributed system

This allows us to determine exactly what is ha
this complex system.
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Netlogger Components:

• Use a common log format

• Collect state information and time stamps at a
in the data path, including instrumenting the 
applications (see figure).

• Timing information is carried as a defined pa
block structure, auxiliary information is logge
correlated based on precision timestamps

• Modified some Unix network and OS monito
“interesting” events using the same log forma

• The results are plotted as detailed, data bloc
“life-lines”
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Monitoring

Writer
(output to
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disk
reader

onitoring Points

TS-7

from
other disk

servers
                                                                                                                                                       39 DP
ian L. Tierney
ata Intensive Distributed Computing Research Group

DPSS master/
name trnslate

memory block cache

- recv blk list
- search cache

disk
reader

disk
reader

disk
reader

DPSS M

TerraVision

request blks

receive blks

TS-8TS-1
TS-0

TS-3

TS-5

TS-6

TS-4

TS = time stamp

ISS disk server

TS-2

DPSS
server

DPSS
server

START
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OS and network monitoring include:
• TCP retransmits
• CPU usage (user and system) and CPU inte
• AAL 5 information
• ATM switch buffer overflows
• ATM hosts adapter buffer overflow

Tools

• netstat and vmstat modified to poll and report 
- (Currently poll at 100 ms, so data is accur

• SNMP queries to switches and network inter
- switch buffer overflows

• (unfortunately SNMP time resolution is too c
useful)
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ne data element:
previous event
elements
a set ID, a “user
ounter
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Common logging format:

keyword; hostname; seconds; nano-sec; data

• “keyword” - an identifier describing what is be
a reference to the program that is doing the l
DPSS_SERV_IN, VMSTAT_SYS_CALLS,
NETSTAT_RETRANSSEGS, TV_RQ_TILE

•  “data” elements (any number) are used to s
about the logged event - for example:

- NETSTAT_RETRANSSEGS events have o
the number of TCP retransmits since the 

- DPSS_START_WRITE events have data 
containing: the logical block name, the dat
session” ID, and an internal DPSS block c
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01;
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; 198.207.141.6;
 5; 198.207.141.6;
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5; 198.207.141.6;
 198.207.141.6;
5; 198.207.141.6; 49264
.207.141.6;
.141.6;
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NETSTAT_OUTDATASEGS; 806706009; 652917; 4817378;
NETSTAT_RETRANSSEGS; 806706009; 652917; 16395;
NETSTAT_RETRANSBYTES; 806706009; 652917; 1118417
NETSTAT_OUTDATASEGS; 806706009; 760199; 0;

VMSTAT_INTR; 806706009; 546568; 71612733;
VMSTAT_SYS_CALLS; 806706009; 546568; 2794466576;
VMSTAT_USER_TIME; 806706009; 546568; 2;
VMSTAT_SYS_TIME; 806706009; 546568; 5;
VMSTAT_INTR; 806706009; 646444; 3;

APP_SENT; 824951202; 824949; 34; 78; 45; 0; 6; 5; 198.207
DPSS_MASTER_IN; 824951202; 832232; 34; 78; 45; 0; 6; 5
DPSS_MASTER_OUT; 824951202; 865724; 34; 78; 45; 0; 6;
DPSS_SERV_IN; 824951202; 877494; 34; 78; 45; 0; 6; 5; 19
DPSS_START_READ; 824951202; 885279; 34; 78; 45; 0; 6; 
DPSS_END_READ; 824951202; 909439; 34; 78; 45; 0; 6; 5;
DPSS_START_WRITE; 824951202; 910743; 34; 78; 45; 0; 6;
APP_RECEIVE; 824951210; 914210; 34; 78; 45; 0; 6; 5; 198
APP_SENT; 824951202; 824949; 34; 76; 45; 0; 6; 3; 198.207



SS.Overview.detailed.VG.fm;    November 4, 1997
Br
D

♦ ll systems clocks

♦ ghout MAGIC

es the clocks of
ther

 distribute NTP
f all hosts to
r, but...
hronize than

ant length of time
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Network Time Protocol1

For NetLogger timestamps to be meaningful, a
must be synchronized

NTP is used to synchronize time stamps throu

• All MAGIC hosts run xntpd, which synchroniz
each host both to time servers and to each o

• The MAGIC backbone segments are used to
data, allowing us to synchronize the clocks o
within about 250 microseconds of each othe

- Many different sys admins (harder to sync
clocks)

- The systems have to stay up for a signific
for the clocks to converge to 250µs

.  “Network Time Protocol: Specification, Implementation and Analysis”, D. Mills, U. Delaware, M
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Purpose of NTP
• To convey timekeeping information from the primary se

servers via the Internet
• To cross-check clocks and mitigate errors due to equ

propagation failures

Some number of local-net hosts or gateways,
secondary time servers, run NTP with one or m
primary servers

Most host time servers will synchronize via an
server, based on the following timing values:
• Those determined by the peer relative to the primary 

standard time
• Those measured by the host relative to the peer
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♦  offset and delay,
the user interface
the time as well.

 source
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NTP provides not only precision measurements of
but also definitive maximum error bounds, so that 
can determine not only the time, but the quality of 

t0

reference

t0
l

local time
offset

t0 + max (tl > t0)t0 - max (tl < t0)

dispersion
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Analysis of the data block life-lines shows, e.g
A: if two lines cross in the area betweenstart rea

this indicates a read from one disk was fast
from another disk

B: all the disks are the same type, the variation
due to differences in disk seek times

C: average time to move data from the memo
network interface is 8.65 ms

D: the average time in disk read queue is 5 m
E: the average read rate from four disks is 8 M
F: the average send rate (receiver limited, in t

Mb/sec.
G: some requested data are found in the cache

disk, but not sent in previous cycle because
request list flushes write queue)
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“iss3.log”
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 the

60 ms)

re more than
rate)

(current
value is

about 30ms)
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Two server, ATM LAN

app_send

master_in

master_out

server_in

start_read

end_read

start_write

app_receive

TCP_retrans

8000 8200

B: fast disk
read:
8 ms

C: 20 block average time to write
blocks to network:

8.65 ms

D: 20 block average time spent in
read queue: 5 ms

F: time for 20 blocks to get from one server
writer to the application reader

total: 204 ms, avg: 10.2 ms
38.5 Mb/sec

B: typical
disk read:

22 ms

Time (ms)

M
on

ito
rin

g 
po

in
ts

G: cache hits
(zero read

time)

E: time to read 20 blocks from three disks
total:123 ms, avg: 6.15 ms
8 MBy/sec (63.7 Mb/sec)

A

net transit

name xlate

net transit

read queue

disk read

write queue

net transit

length of

“pipeline” (≈ 

(current servers a
twice this 
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 Case Study: TCP in the Early MAGIC Testbed

DPSS and TerraVision were working well in a 
environment, but failing to deliver high (even m
rates to TerraVision when we operated in the M

We suspected that the switches were droppin
reported no cell loss

Network engineers claimed that the network w
“perfectly”
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Control test: 2 servers over ATM LAN

- Each line represents the history of a data 
through the end-to-end path.

- Data requests are sent from the applicatio
(the nearly vertical lines starting atapp_se
point).

- Initial single lines fan out as the request lis
into individual data blocks (server_in).
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app send

master in

master out

server in

start read

end read

start write

app receive

TCP retrans
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TV cache out

8000 8200 8400 8600 8800

ev
en

t n
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r

time (ms)
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AGIC WAN experiment:

Three disk server configuration (next figure) D
in the following figure:
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T

5,000

 on SGI Onyx

“tvlog.edc”
“tvlog.uswest”

“tvlog.tioc”
_flush.log”
flush.log”

v_flush.log”
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app send

master in

master out

server in

start read

end read

start write

app receive

TCP retrans

0 1000 2000 3000 4000

time (ms)

end read

start write

app receive

(TCP retrans)CP retrans

app receive

start write

end read

start read

server in

master out

master in

app send
0

time (ms)
1,000 2,000 3,000 4,000

Three servers, ATM WAN, SS-10s as servers, tv_sim

“edc.serv
“tioc.serv_

“uswest.ser
“edc.net.tcp.retrans.log”
“tioc.net.tcp.retrans.log”

“uswest.net.tcp.retrans.log”
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What we believe to be happening in this expe
TCP’s normal ability to accommodate congest
defeated by an unreasonable network configu

• the final ATM switch where the three server streams come t
output buffer of only about 13K bytes.

• the network MTU (minimum transmission unit) is 9180 Byte
ATM networks)

• the TCP congestion window cannot get smaller than the MT
TCP’s throttle-back strategy is pretty well defeated: On ave
fails, even at TCP’s “lowest throughput” setting, because th
is still too large for the network buffers.

• Three sets of 9 KBy IP packets are converging on a link wit
amount of buffering available, resulting in most of the packet
destroyed by cell loss at the switch output port.

he new generation of ATM switches (Fore LC switch mod
ore buffering: 32K cells (1500 KB), so these switches sh
roblem.
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Other NetLogger Results: A DPSS scaling exp

• 10 clients accessing 10 different data sets si

• show that all clients get an equal share of the
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rrect operation of 10 parallel (simultaneous) processes reading 10 differe
ach row is one process, each group is a request for 10 Mbytes of data,
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urrent Work:

Agent Based Management of Widely Distribu

f comprehensive monitoring is the key to diagno
anagement may be the key to keeping widely di

unning reliably.

“Agents” are
- autonomous
- adaptable
- monitors
- managers
- information aggregators
- KQML based information filters
- implemented in Java
- constantly communicating with peers via I
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I

♦ ical information

♦ and restart any
 the other agents

♦  new disk server,
 agent is started
nts about itself

ents via SAP (the
 agent - and the
e configuration.
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nitial use of agents

Provide structured access to current and histor
regarding the state of the DPSS components

Keep track of all components within the system
component that has crashed, including one of
(addresses fault tolerance)

When new components are added, such as a
the agents do not have to be reconfigured - an
on the new host, and it will inform all other age
and the new server

- Brokers and agents may discover new ag
multicast discovery protocol), when a new
resource that it represents - is added to th
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Broker agentsmanage information from a colle
agents (usually on behalf of a user client)

• agents manage dataset metadata (dynamic 
locations tertiary location) at each storage sy

- brokers provide an integrated view of the 

• agents continuously monitor state of all netw
and data paths

- brokers analyze this information on behalf
determine which DPSS has the best netw

• agents monitor the load of each DPSS disk s
- broker can analyze to decide which serve

data is replicated (addresses high availab
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Brokers can perform actions on behalf of a us
• e.g., if a data set is not currently loaded onto

typically used as a cache), the broker can ca
be loaded from tertiary storage

A broker/agent architecture allows the system
to separate mechanism from policy
• agent rule-based operation can be used to d

policies are be enforced while remaining sep
actual mechanism used to implement these 

irst demonstration / experiment

n application uses aggregated information from
resent an adaptive and dynamic view of the sys

hroughput, server state, and dataset metadata a
gents
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When you observe that something has gone w
distributed system, it is generally too late to re
frequently can’t even tell what is wrong, becau
• it depends on a history of events
• you can’t get at the needed information any m
• it will take too long to ask and answer all of t

questions

gents will not only monitor, but keep a state his
nswer the question “how did we get here?”

Active analysis of operational patterns (e.g., pa
data block lifeline traces) will lead to adapting
configuration to avoid or correct problems
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ther Current Work:

Integrating the DPSS for use as a cache betwe
the PDSF

Dynamic reconfiguration of DPSS resources (
• adding and deleting servers and storage res

operation

Survivability / Fault Tolerance of DPSS maste

Real-time display and analysis of NetLogger d

try creating a DPSS client library that is a sha
replacement for open(), close(), read(), write()
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Transport
• TCP is not the correct answer for many spec

- segment retransmission should be optiona
ordering (some of this will be addressed w
selective segment re-transmission options

• Experiment: try various user-level TCP imple
- e.g.: try using TReno (Mathis/Mahdavi, PS

implementation of TCP

+ build on top of UDP

+ does selective acknowledgments (SAC

+ does not retransmit lost packets, only a
window size
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For more information see:

http://www-itg.lbl.gov/DPSS

check out our demos at the LBNL booth at SC
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	•� need 3 disks per SCSI and 2 SCSI buses to guarantee the ability to saturate the network
	Example 2:
	•� Network = ATM OC3 = 110 Mb/s (13.8 MB/s); SCSI = Fast- Wide-SCSI = 18 MB/s; disks = Seagate Ba...
	•� need 4 disks per SCSI and 1 SCSI bus to saturate the network
	Example 3:
	•� Network = ATM OC-12 = 400 Mb/s (50 MB/s); SCSI = Ultra- wide-SCSI = 35 MB/s; disks = Seagate C...
	•� need 4 disks per SCSI and 2 SCSI buses to guarantee the ability to saturate the network
	Note: Can use more disks to increase capacity, but may decrease performance slightly due to overh...


	Memory Copy Speed
	In the previous generation of UNIX workstations, memory copy speed was the bottleneck
	-� TCP is never better than 50% of the memory-to-memory copy speed (i.e.: a TCP stream in a SS10 ...
	With the newest generation of hardware (i.e: Sun Ultra E4000), this is no longer the case
	-� i.e.: a single TCP stream might now be as fast as 780 Mbits/ sec, but we are only seeing 400 M...

	Linux vs. FreeBSD vs. Solaris x86 vs. NT?
	Performance
	•� Solaris X86 up to 50% slower than FreeBSD
	•� Linux threads thrash when heavily loaded
	•� poor Linux fast ethernet performance
	Reliability
	•� user-level pthreads broken in FreeBSD
	•� NT crashes often
	Portability:
	•� OpenNT package make porting to NT fairly easy, but does not handle pthreads
	But all are getting better...
	Linux seems to be the best at the moment.

	Building a low cost Terabyte System
	Costs:
	•� can now get 23 GB disks for $4500 each ($200/GB)
	•� Assume each system has 128 MB RAM and Fast-Ethernet adaptor; and 2 fast-wide SCSI adaptors
	•� Assume 6 disks per server, and 8 servers
	•� Total disk cost = 216K
	generic Pentium system: $1300
	Sun Ultra-I: $5800
	Total cost:
	•� Pentium system: 8 servers = $10.5K + $216K = $227K
	•� Sun System: 8 servers = $46K + $216K = $262K
	Sun-based system is only about 15% more than the Pentium- based system
	•� added reliability and stability of Solaris probably make the Sun system a better choice.
	BUT:
	What if we assume Gigabit ethernet-based systems?
	•� Might want to use 2 Ultra-II systems with 24 disks each instead?
	Determining the optimal DPSS hardware configuration is a constantly moving target!


	Other DPSS Applications
	Medical Application: video angiography
	•� CRADA with Kaiser Hospital
	•� collects data from a remote medical imaging system - operates automatically 10 hours/day, 5-6 ...
	•� automatically processes, catalogues, and archives 10 GBytes/ day
	High Energy and Nuclear Physics Distributed Data
	Data source:
	•� The STAR detector at RHIC (Brookhaven National Lab). This detector puts out a steady state dat...
	Application Architecture and Implementation: (see figures)
	The DPSS is used as a large “window” into the tape-based tertiary storage system
	remote DPSS’s may or may not make sense, depending of the network speed and whether or not the da...
	Advantages of this architecture:
	•� first level processing can be done using resources at the collaborators’ sites (this type of e...
	•� large tertiary storage systems exhibit substantial economies of scale, and so using a large te...
	•� provides an “impedance” matching function between the coarse-grained nature of parallel tape d...


	Prototype Experiment:
	•� 1 STAF client: 22 MBytes/sec (176 Mbits/sec) for reading data, and 30 MBytes/sec (240 Mbits/se...
	•� 20 STAF clients: 1 MByte / second per client: 20 MB/sec aggregate data delivery
	•� This system is capable of moving approximately 2 TeraBytes of data per day!
	Other Clients
	EROS Data Center (USGS)
	•� very large image viewer: provides the ability to quickly pan and zoom over 1-2 GB images
	Mbone session recorder/player
	•� will demo this at SC ‘97


	Outline
	Introduction
	History: The Magic Gigabit Network Testbed and TerraVision
	DPSS Architecture and Implementation
	DPSS hardware issues
	DPSS Clients
	•� HENP
	•� Medical Images
	Performance Analysis and Monitoring: NetLogger Toolkit
	Current and Future Work
	•� Agents / Brokers
	Performance Monitoring Approach and Experiments
	When building high-speed network-based distributed services, we often observe unexpectedly low ne...
	The bottlenecks can (and have been) in any of the components:
	-� the applications
	-� the operating systems
	-� the device drivers, the network adapters on either the sending or receiving host (or both)
	-� the network switches and routers, and so on
	There are virtually no behavioral aspects of widely distributed applications that can be taken fo...
	•� Techniques that work in the lab frequently do not work in a wide-area network environment (eve...
	To characterize the wide area environment we have developed a methodology for detailed, end-to-en...
	•� Has proven invaluable for isolating and correcting performance bottlenecks, and even for debug...
	•� It is difficult to track down performance problems because of the complex interaction between ...
	Network performance tools such at ttcp and netperf are somewhat useful, but don’t model real dist...
	To address this, we have developed the NetLogger Toolkit: a methodology and set of tools to aid i...
	This allows us to determine exactly what is happening within this complex system.
	Netlogger Components:
	•� Use a common log format
	•� Collect state information and time stamps at all critical points in the data path, including i...
	DPSS master/ name trnslate
	•� Timing information is carried as a defined part of the data block structure, auxiliary informa...
	•� Modified some Unix network and OS monitoring tools to log “interesting” events using the same ...
	•� The results are plotted as detailed, data block transit history “life-lines”
	OS and network monitoring include:
	•� TCP retransmits
	•� CPU usage (user and system) and CPU interrupts
	•� AAL 5 information
	•� ATM switch buffer overflows
	•� ATM hosts adapter buffer overflow
	Tools
	•� netstat and vmstat modified to poll and report continuously
	-� (Currently poll at 100 ms, so data is accurate to +/- 50 ms)
	•� SNMP queries to switches and network interfaces
	-� switch buffer overflows
	•� (unfortunately SNMP time resolution is too coarse to be very useful)
	Common logging format:
	keyword; hostname; seconds; nano-sec; data; data; data;......;
	•� “keyword” - an identifier describing what is being logged - e.g. a reference to the program th...
	DPSS_SERV_IN, VMSTAT_SYS_CALLS,
	NETSTAT_RETRANSSEGS, TV_RQ_TILE
	•� “data” elements (any number) are used to store information about the logged event - for example:
	-� NETSTAT_RETRANSSEGS events have one data element: the number of TCP retransmits since the prev...
	-� DPSS_START_WRITE events have data elements containing: the logical block name, the data set ID...
	NETSTAT_OUTDATASEGS; 806706009; 652917; 4817378;
	NETSTAT_RETRANSSEGS; 806706009; 652917; 16395;
	NETSTAT_RETRANSBYTES; 806706009; 652917; 111841701;
	NETSTAT_OUTDATASEGS; 806706009; 760199; 0;
	VMSTAT_INTR; 806706009; 546568; 71612733;
	VMSTAT_SYS_CALLS; 806706009; 546568; 2794466576;
	VMSTAT_USER_TIME; 806706009; 546568; 2;
	VMSTAT_SYS_TIME; 806706009; 546568; 5;
	VMSTAT_INTR; 806706009; 646444; 3;
	APP_SENT; 824951202; 824949; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	DPSS_MASTER_IN; 824951202; 832232; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	DPSS_MASTER_OUT; 824951202; 865724; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	DPSS_SERV_IN; 824951202; 877494; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	DPSS_START_READ; 824951202; 885279; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	DPSS_END_READ; 824951202; 909439; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	DPSS_START_WRITE; 824951202; 910743; 34; 78; 45; 0; 6; 5; 198.207.141.6; 49264
	APP_RECEIVE; 824951210; 914210; 34; 78; 45; 0; 6; 5; 198.207.141.6;
	APP_SENT; 824951202; 824949; 34; 76; 45; 0; 6; 3; 198.207.141.6;


	Network Time Protocol
	For NetLogger timestamps to be meaningful, all systems clocks must be synchronized
	NTP is used to synchronize time stamps throughout MAGIC
	•� All MAGIC hosts run xntpd, which synchronizes the clocks of each host both to time servers and...
	•� The MAGIC backbone segments are used to distribute NTP data, allowing us to synchronize the cl...
	-� Many different sys admins (harder to synchronize than clocks)
	-� The systems have to stay up for a significant length of time for the clocks to converge to 250 ms
	Purpose of NTP
	•� To convey timekeeping information from the primary servers to other time servers via the Internet
	•� To cross-check clocks and mitigate errors due to equipment or propagation failures
	Some number of local-net hosts or gateways, acting as secondary time servers, run NTP with one or...
	Most host time servers will synchronize via another peer time server, based on the following timi...
	•� Those determined by the peer relative to the primary reference source of standard time
	•� Those measured by the host relative to the peer
	NTP provides not only precision measurements of offset and delay, but also definitive maximum err...

	Analysis of the data block life-lines shows, e.g. (see next figure):
	Two server, ATM LAN
	A Case Study: TCP in the Early MAGIC Testbed
	DPSS and TerraVision were working well in a LAN environment, but failing to deliver high (even me...
	We suspected that the switches were dropping cells, but they reported no cell loss
	Network engineers claimed that the network was working “perfectly”
	Control test: 2 servers over ATM LAN
	-� Each line represents the history of a data block as it moves through the end-to-end path.
	-� Data requests are sent from the application every 200 ms
	(the nearly vertical lines starting at app_send monitor point).
	-� Initial single lines fan out as the request lists are resolved into individual data blocks (se...
	MAGIC WAN experiment:
	Three disk server configuration (next figure) DPSS gave results in the following figure:

	The MAGIC Network and DPSS / Application Performance Test Configuration
	TCP retrans
	What we believe to be happening in this experiment is that TCP’s normal ability to accommodate co...
	•� the final ATM switch where the three server streams come together has a per port output buffer...
	•� the network MTU (minimum transmission unit) is 9180 Bytes (as is typical for ATM networks)
	•� the TCP congestion window cannot get smaller than the MTU, and therefore TCP’s throttle-back s...
	•� Three sets of 9 KBy IP packets are converging on a link with less than 50% that amount of buff...
	The new generation of ATM switches (Fore LC switch modules) have much more buffering: 32K cells (...
	Other NetLogger Results: A DPSS scaling experiment:
	Correct operation of 10 parallel (simultaneous) processes reading 10 different data sets from one...
	•� 10 clients accessing 10 different data sets simultaneously
	•� show that all clients get an equal share of the DPSS resources



	Current Work:
	Agent Based Management of Widely Distributed Systems
	If comprehensive monitoring is the key to diagnosis, agent based management may be the key to kee...
	“Agents” are
	-� autonomous
	-� adaptable
	-� monitors
	-� managers
	-� information aggregators
	-� KQML based information filters
	-� implemented in Java
	-� constantly communicating with peers via IP multicast
	Initial use of agents
	Provide structured access to current and historical information regarding the state of the DPSS c...
	Keep track of all components within the system and restart any component that has crashed, includ...
	When new components are added, such as a new disk server, the agents do not have to be reconfigur...
	-� Brokers and agents may discover new agents via SAP (the multicast discovery protocol), when a ...
	Broker agents manage information from a collection of monitor agents (usually on behalf of a user...
	•� agents manage dataset metadata (dynamic state, alternate locations tertiary location) at each ...
	-� brokers provide an integrated view of the data
	•� agents continuously monitor state of all network interfaces and data paths
	-� brokers analyze this information on behalf of a client to determine which DPSS has the best ne...
	•� agents monitor the load of each DPSS disk server
	-� broker can analyze to decide which servers to use when data is replicated (addresses high avai...
	Brokers can perform actions on behalf of a user
	•� e.g., if a data set is not currently loaded onto a DPSS (which is typically used as a cache), ...
	A broker/agent architecture allows the system administrators to separate mechanism from policy
	•� agent rule-based operation can be used to determine what policies are be enforced while remain...
	First demonstration / experiment
	An application uses aggregated information from a broker to present an adaptive and dynamic view ...
	Prototype automatically generated monitor interface (a Web applet) for brokers aggregating inform...
	When you observe that something has gone wrong in a widely distributed system, it is generally to...
	•� it depends on a history of events
	•� you can’t get at the needed information any more
	•� it will take too long to ask and answer all of the required questions
	Agents will not only monitor, but keep a state history in order to answer the question “how did w...
	Active analysis of operational patterns (e.g., pattern analysis of data block lifeline traces) wi...
	Other Current Work:


	Integrating the DPSS for use as a cache between the HPSS and the PDSF
	Dynamic reconfiguration of DPSS resources (agent managed)
	•� adding and deleting servers and storage resources during operation

	Survivability / Fault Tolerance of DPSS master and servers
	Real-time display and analysis of NetLogger data
	try creating a DPSS client library that is a shared libc replacement for open(), close(), read(),...
	Transport
	•� TCP is not the correct answer for many specific applications
	-� segment retransmission should be optional, as should the ordering (some of this will be addres...
	•� Experiment: try various user-level TCP implementations
	-� e.g.: try using TReno (Mathis/Mahdavi, PSC) implementation of TCP
	+� build on top of UDP
	+� does selective acknowledgments (SACK)
	+� does not retransmit lost packets, only adjusts the window size

	For more information see:
	http://www-itg.lbl.gov/DPSS
	check out our demos at the LBNL booth at SC ‘97




